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Abstract—In the current scenario, there is a pandemic around the world caused by a type of novel coronavirus, also known as COVID-19. Because of this reason, there is a need to understand the nucleotide sequence of the COVID-19. In our study, we have experimented on machine learning based models trained with transfer learning. The aim is to calculate the similarity of sequences of COVID-19 concerning eight diseases (Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia). These diseases are either of the same family as COVID-19 or the diseases of which the medicines are being used for the treatment of patients. Nucleotide Sequence matching percentage is the process where a nucleotide sequence is compared with other sequences to find the similarity percentage in between these sequences. We have used transfer learning to overcome the issue of lack of COVID-19 data. The model has highest achieved accuracy of 98.45. The top three diseases which are found to be most common are MERS, Alphacorona, and Ebola, respectively. The results have proved that the nucleotide sequence matching percentage could be utilized with great accuracy using machine learning. At the same time, it would help in better analyzing the COVID-19 genomic data.
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1 INTRODUCTION

In current time coronaviruses has caused a large-scale pandemic all over the world. Coronavirus has been creating pandemic from the last two decades in the form of SARS and the Middle East Respiratory System (MERS) [1,2,3]. A coronavirus outbreak happened in the city of Wuhan in China in December 2019. It was identified to be a novel coronavirus on 9th January 2020, now known as COVID-19 [4]. It is a form of coronavirus which is more dangerous than any virus outbreak that happened in the 21st century. The outbreak of this disease started from the seafood market in China. The symptoms associated with COVID-19 are fever, dry cough, headache, breathing difficulties, and Pneumonia [5]. The main cause of death because of COVID-19 is due to failure of respiratory systems leading to alveolar damage [5]. The cases of COVID-19 have either came in contact with the infected in Chinese seafood market or came in contact who have traveled back from China with infection leading to transmission all over the world. There is an exponential rise in the cases reported of coronavirus, and the current count has reached around 1.4 million cases all over the world. The country with maximum cases is the USA, followed by Italy and Spain. WHO has announced this as a pandemic all over the world as it is transmitting faster because of its person-to-person spread and no immunity to COVID-19 in humans.

The pathogens of COVID-19 are the most dangerous ones because of their rate of reproduction (2-3) and serial interval of (5-7.5) [4]. COVID-19’s RNA virus family of single strands and which is commonly found in animals [6]. COVID-19 can incite SARS leading to respiratory failure. COVID-19 is more severe than the SARS because it could be spread more easily [4]. COVID-19 has currently caused 5462 cases as of 8th April 2020 in India as it could go to the worst situation in India because of its dense population and weak health care facilities. Most of the countries affected by COVID-19 are of lockdown, leading to severe loss in the economy.

Machine learning tools could be used in analyzing the outbreak of COVID-19 and its characteristics in genomics...
and other categories. Machine learning techniques could help in better understanding the genomics of the COVID-19 and how it is affecting the humans machine learning using the feature-based techniques to analyze the data better. The basic need for machine learning techniques is large training data, which is not possible in the case of COVID-19 because of the pandemic it has created and lack of understanding of this disease [7]. Machine learning techniques need proper training for all the possible cases while this deficiency could be overcome by using the technique of transfer learning. Transfer learning is the technique in which the models could be pretrained on any other large dataset available for training and then tested on the available dataset [8]. There are different types of transfer learning. Since the models of machine learning need a well-annotated dataset for training here, transfer learning comes into picture. Machine learning also requires a large set of data for training, this problem could be overcome using transfer learning [7]. The basic feature of machine learning is feature extraction, that plays a vital role in analyzing the data.

Here we have used the transfer learning feature of machine learning to train the model. In transfer learning the learning from one domain could be used in another domain. The domains of the training dataset for pre-training and the target dataset are important as more relation leads to better transferring of knowledge [8]. Transfer learning is the key to solving the problem of lack of dataset and in solving one problem with the knowledge of the other. Here we have analyzed the nucleotide dataset available of the disease COVID-19 from NCBI website, containing data collected from different cities. We have compared the coronavirus nucleotide data [9] with eight other diseases nucleotide data, they are Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia [10,11,12,13,14,15,16,17], using Convolution Neural Network(CNN), Multilayer Perceptron(MLP) and Long ShortTerm Memory (LSTM) networks. We have compared the disease of the same family virus or the disease whose medicines are being used for the treatment of the patients.

1.1 Motivation
This work is to better understand the nucleotide sequence of COVID-19 and to compare and find out the disease it is similar to (Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia), helping in future for vaccine preparation or to find the cure. The comparative study has shown very promising results, and it has proved that machine learning techniques could help in analyzing the nucleotide data and give a better understanding of the current scenario.

1.2 Problem Statement
To design a model to find the matching patterns in the nucleotide dataset of the eight diseases (Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia) and to understand the sequence of the COVID-19 datasets. To provide nucleotide sequence matching and to provide the matching percentage. Understanding the different classification model’s performance and applying to find useful results.

1.3 Organization
The following paper has been organized as follows: in section 2 explain the related work, existing applications of machine learning in genomic sequence. Section 3 describes the proposed model based on machine learning and transfer learning. Section 4 explains the results achieved and the datasets used, followed by section 5 conclusion.

2 RELATED WORK
Machine learning has certain applications in the field of genomics. Machine learning has proved to be very helpful in most of the fields. Machine learning techniques like CNN extract the features of the dataset and analyses the local and the global features of the dataset [18]. There are many techniques in machine learning which could be applied in the field of genomics. We have used CNN, LSTM, and MLP as these models’ characteristics of feature extraction helps in better nucleotide sequence matching. These models have achieved great accuracy. This section will explain the basic concepts of transfer learning and machine learning techniques on how it could be used and has been used in the field of genomics and other fields.

2.1 Machine Learning
Recently there are many machine learning techniques being used in the analysis of genomic, also known as nucleotide sequence. RNN is the networks that are great at analyzing the sequential data so they could be used for genomic analysis [18]. CNN is great at image analysis so that it could be used in genomic image analysis. CNN could be used to extract the features better and analyze these features for a better understanding of mutation and genomic applications [19]. CNN’s are also used in the sequence specificity of protein binding. For denoising, the data autoencoders could be used, which could be of great help. In the field of genomics, researchers could use the advantages of different models to solve the problems in the medical field. An existing model has used LSTM based neural machine translation for a language translation problem by understanding protein sequence [20]. Another model used LSTM with CNN for the prediction of protein subcellular localization from protein sequence [21]. Some works have used the hybrid models, they have fed the CNN output to LSTM for better classification, or they have grouped CNN and RNN for better protein sequence analysis.

2.2 Transfer Learning
Transfer learning techniques are adapted from the way humans learn from their experience and solve a problem that they have not faced before with the help of knowledge acquired from other problems. Transfer learning helps the machine learning model to acquire
knowledge from other problems and use them in a more relevant problem. It has proved to be useful in other fields where there is a lack of data for training like computer vision [22], natural language processing [23]. There are models like SVM, CNN used in the analysis of genomic expression. There is a need in the field of genomics to apply advanced deep learning techniques and to understand the pattern better.

In this paper, we have used the transfer learning technique for training the models, and these models are CNN, MLP, and LSTM. The main aim of this study is to find the sequence matching percentage in the sequences of the COVID-19 concerning the eight diseases dataset on which we have trained the models. The pre-training is done on the large datasets of the eight diseases of the networks (CNN, LSTM, and MLP), using the knowledge acquired in the form of features from the pre-training of the model. We have compared the results of different networks and have found that CNN works the best among the three. This methodology has proved to be effective in finding the sequence matching percentage in the nucleotide sequence and has given the state-of-the-art results.

There are many works, but there is no other work that has proposed sequence matching of COVID-19 genomic sequence with other diseases. This research could be used to understand better and find a solution to the current pandemic situation.

3 Proposed Work

The network architecture we have experimented and compared are CNN, MLP, and LSTM, which can find the match percentage of the nucleotide sequence of the COVID-19 dataset in comparison to the eight diseases (Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia). The network aims to find the knowledge from other problems and use them in a more relevant problem. It has proved to be useful in other fields where there is a lack of data for training like computer vision [22], natural language processing [23]. There are models like SVM, CNN used in the analysis of genomic expression. There is a need in the field of genomics to apply advanced deep learning techniques and to understand the pattern better.

In this paper, we have used the transfer learning technique for training the models, and these models are CNN, MLP, and LSTM. The main aim of this study is to find the sequence matching percentage in the sequences of the COVID-19 concerning the eight diseases dataset on which we have trained the models. The pre-training is done on the large datasets of the eight diseases of the networks (CNN, LSTM, and MLP), using the knowledge acquired in the form of features from the pre-training of the model. We have compared the results of different networks and have found that CNN works the best among the three. This methodology has proved to be effective in finding the sequence matching percentage in the nucleotide sequence and has given the state-of-the-art results.

There are many works, but there is no other work that has proposed sequence matching of COVID-19 genomic sequence with other diseases. This research could be used to understand better and find a solution to the current pandemic situation.

3.1 Pre-processing

The nucleotide sequence of different diseases is of different length, which demanded the preprocessing of the data. So, we have split the original sequence in 300 length subsequences [24]. These different subsequences of length 300 are given their corresponding parent sequence label. The nucleotide sequence preprocessing has helped us in achieving better results and in better training of the models. The input features for the model are obtained after one-hot encoding of these sequences. We have tried different sequence preprocessing, but this technique has given us the best results in training accuracy. This preprocessing technique of the nucleotide sequence is done in all the diseases dataset.

3.2 MLP

MLP model consists of three layers: - the input layer, hidden layer, and output layer. Our model has a hidden layer consisting of 16 nodes and a fully connected SoftMax layer. The SoftMax layer consists of 8 nodes. The learning rate used is 0.005, which we have found to give the best accuracy. The model uses the ReLu activation function as it has outperformed all the other activation functions like sigmoid, tanh. The loss function we have used is binary cross-entropy, and the optimizer is Adam. We have used batch normalization in our models as it leads to better accuracy. As shown in figure 1.

![Fig.1 MLP Architecture](image)

3.3 CNN

In our proposed CNN model, we have used two convolution 1D layers consisting of 32 filters, and the size of the kernel is 5. We have used L1 regularizer for the kernel with parameter values of 10^-5, we have found to be the optimum value by iterating through an array of parameter values. This is followed by a flattening layer, which is followed by a hidden layer consisting of 16 nodes and a fully connected SoftMax layer consisting of 8 nodes. Adding more hidden layers would have resulted in overfitting. The optimum learning rate we have found is 0.01. In this model, also, we have used the ReLu function as this was the optimum activation function for this model to perform the sequence match percentage calculation. As shown in figure 2 We have used the SGD optimizer and cross-entropy loss function. This model has outperformed all the other models and has achieved state-of-the-art ac-
accuracy.

3.4 LSTM
In this model we have used bidirectional LSTM layer consisting of 15 nodes. The next layer is a dense layer with 16 nodes. We have used the ReLu activation function in this model also as it is the optimum one. As shown in figure 3. This model consists of the SoftMax layer consisting of 8 nodes, and the optimum learning rate we have found is 0.01. We have used regularization for better fitting and binary cross-entropy loss.

4 RESULTS AND DISCUSSION
In this paper we have experimented three models for nucleotide sequence matching.

Table 1. Details of the similarity percentage of the nucleotide sequence in comparison to other diseases

<table>
<thead>
<tr>
<th>SIMILARITY PERCENTAGE WITH COVID-19</th>
<th>DISEASE</th>
<th>CNN</th>
<th>MLP</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H5N1</td>
<td>0.435</td>
<td>0.069</td>
<td>0.081</td>
</tr>
<tr>
<td></td>
<td>ALPHACORONA</td>
<td>24.439</td>
<td>11.865</td>
<td>29.514</td>
</tr>
<tr>
<td></td>
<td>EBOLA</td>
<td>15.297</td>
<td>18.673</td>
<td>9.022</td>
</tr>
<tr>
<td></td>
<td>H1N1</td>
<td>1.811</td>
<td>0.691</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>MERS</td>
<td>41.407</td>
<td>33.772</td>
<td>39.756</td>
</tr>
<tr>
<td></td>
<td>HIV</td>
<td>0.147</td>
<td>1.672</td>
<td>1.404</td>
</tr>
<tr>
<td></td>
<td>PICORNAVISRALES</td>
<td>7.560</td>
<td>19.482</td>
<td>8.084</td>
</tr>
<tr>
<td></td>
<td>PNEUMONIA</td>
<td>8.900</td>
<td>13.771</td>
<td>11.156</td>
</tr>
</tbody>
</table>

4.1 MLP
This model of MLP is firstly trained on the eight disease dataset, the pre-training. We have tested on the COVID-19 dataset and found the similarity percentage of the nucleotide sequence. The model is trained on 30 epochs. We have used a checkpoint feature and early stopping, monitoring the validation loss. The batch size used is 32. This model has achieved an accuracy of 95.71%, f1 score of 82.00%, a precision of 85.92%, and a recall of 78.54%.

The below figure 4 (a) shows graph of variation in precision value and 4 (b) shows variation in recall of the model in the MLP model while training and validation on the eight diseases dataset and COVID-19 dataset, respectively.

and to find the matching percentage concerning the eight diseases, of the same family virus or the disease whose medicines are being used for the treatment of the patients.

In this work, we have conducted experiments on the nucleotide data available at NCBI website for COVID-19, and we have used the dataset available for the eight diseases (Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia) on the NCBI website. These datasets are collected and made available from different countries. The COVID-19 has proved to be a pandemic and finding as much as about it on genomics level will help us in better understanding of the disease.

We have used Ebola, H5N1, H1N1, HIV, Alphacorona, MERS, Picornaviral, and Pneumonia nucleotide sequence dataset for training, and validation. COVID-19 dataset was tested using this model and the sequence match percentages of it with the 8 diseases were obtained. The following subsections describe the results achieved by these methods. As table 1 shows that the similarity percentage of the nucleotide is maximum in all the cases.

Table 2. Details of performance evaluation of the models

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>CNN</th>
<th>MLP</th>
<th>LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCURACY</td>
<td>98.45</td>
<td>95.71</td>
<td>96.73</td>
</tr>
<tr>
<td>F1_SCORE</td>
<td>93.73</td>
<td>82.00</td>
<td>86.37</td>
</tr>
<tr>
<td>PRECISION</td>
<td>94.71</td>
<td>85.92</td>
<td>89.70</td>
</tr>
<tr>
<td>RECALL</td>
<td>92.80</td>
<td>78.54</td>
<td>83.38</td>
</tr>
</tbody>
</table>
The below figure 6 shows the variation in loss, where it can be concluded that the loss in the validation is lower than the training.

4.2 CNN

The proposed model of CNN is pre-trained on the eight-disease dataset and tested on COVID-19 dataset to find the similarity percentage of the sequence of the nucleotide. We have trained the model with 20 epochs. The batch size is 64. This CNN model has achieved an accuracy of 98.45%, f1 score of 93.73%, a precision of 94.71%, and a recall of 92.80%.

The figure 7 (a) shows the variation in the precision value and 7 (b) shows the variation of f1 score of the CNN model while training and validation on the eight diseases dataset and COVID-19 dataset, respectively.
The graph in figure 9 shows the loss variation loss in higher validation. This model has shown the best result in comparison to all the models and has given the state-of-the-art results. This CNN model has achieved an accuracy of 98.45%, f1 score of 93.73%, a precision of 94.71%, and a recall of 92.80%.

This model has achieved the best accuracy and has proved that a lack of data could be overcome with the transfer learning method.

4.3 LSTM

LSTM model is pretrained on the eight diseases dataset and tested on the COVID-19 dataset. The aim is to find the similarity percentage in the COVID-19 nucleotide sequence with regards to the eight diseases. This model is trained with 20 epochs and a batch size of 256.
The figure 10 (a) shows the graph of the variation in the f1 score and 10 (b) shows in variation in accuracy of the training and validation phase in the LSTM model. This model has outperformed the MLP model, and the model has achieved an accuracy of 96.73%, f1 score of 86.37%, precision of 89.70%, and recall of 83.38%.

The figure 11 (a) of the graph shows the variation in the LSTM model with the epochs in recall and 11 (b) shows the variation in precision.

The figure 12 shows the graph of loss variation in the training and validation. This model has performed well and has shown that LSTM could be used in the genomic sequence analysis.

5 CONCLUSION

In this paper we have experimented on transfer learning-based model whose main aim is to find the sequence matching percentage of COVID-19 corresponding to the eight diseases. We have proposed training the three machine learning models (CNN, LSTM, and MLP) with the transfer learning technique. We have compared with the eight diseases and COVID-19 dataset provided by NCBI websites from different countries. The optimum accuracy we have achieved is 98.45 by CNN, while the other networks have accuracy of 95.71, 96.73 (MLP and LSTM respectively). Top three diseases are found to be most common are MERS, Alphacorona, and Ebola, respectively with COVID-19 sequence. This work will help in solving the lack of understanding and data of genomic sequence of COVID-19 helping to find the solution to it.
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